Overreaction Hypothesis or Volatility Spillover Hypothesis?
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Although price limits have been employed in many financial markets around
the world, in the literature, the effectiveness of such price limits still gives
rise to considerable debate. The main purpose behind the imposition of price
limits is to reduce volatility; its rationale is referred to as the overreaction hy-
pothesis. However, opponents of price limits have argued that price limits may
have negative effects on financial markets so that volatility will spill over to
the following days when asset prices reach the limits, i.e. volatility spillover
hypothesis. Based on an agent-based framework in which traders are charac-
terized by bounded rationality and are equipped with a genetic programming
learning algorithm, the aim of this paper is to examine which hypothesis is
supported in our simulated markets.
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1. Introduction

The financial market crashes that took place in 1987 gave rise to much de-
bate regarding the markets from experiencing such large fluctuations. Rec-
ommendations that circuit breakers such as price limits and trading halts be
implemented were some of the outcomes. The rationale for supporting price
limits is referred to as the overreaction hypothesis in which the purpose of
price limits is to reduce price volatility by repressing irrational behavior
such as excessive speculation and mob psychology. People who support this
argument claim that irrational traders tend to overreact to new informa-
tion. In this situation, asset prices may encounter large changes so that they deviate from their fundamental values. The imposition of price limits then provides a cooling-off period for traders to reassess the intrinsic asset value. Volatility is then reduced. One of the most famous papers favoring this proposition is that of Ma et al. (1989). By contrast, opponents of price limits argue that traders in financial markets are able to process information efficiently. Therefore, the imposition of price limits would generate negative effects, such as the phenomenon of volatility spillover. The volatility spillover hypothesis states that volatility increases in the subsequently trading days after the limit moves. Kim and Rhee (1997) provided an in-depth investigation regarding the effects of price limits on the Tokyo Stock Exchange. Their findings supported the volatility spillover hypothesis.

Basically, the debates mainly result from the different assumptions regarding rationality that the researchers adopt to characterize market traders. However, in reality, traders are neither always irrational nor completely rational; instead, they are characterized by bounded rationality and rely heavily on the adaptive learning method to figure out how to manage their portfolio under uncertainty. In addition, financial markets are composed of many heterogeneous traders. They may possess heterogeneous beliefs, endowments, learning abilities, or attitudes toward risk aversion. It is quite difficult to derive analytical results for the effectiveness of price limits based on the interaction between many heterogeneous traders. Therefore, the simulation based on an agent-based framework seems to be an appropriate approach for overcoming these problems. To the best of our knowledge, Westerhoff (2003) proposing a chartist-fundamentalist simulation framework is the first to examine the issue regarding the effectiveness of price limits based on the agent-based modeling approach. Under a well-controlled environment without exogenous financial factors that may affect price dynamics, Westerhoff (2003) found that price limits can reduce volatility and make prices less distorted. These positive effects are more significant if more traders engage in trend-extrapolating behavior.

The remarkable work of Westerhoff does provide a novel track to reexamine the effects of price limits. However, several of his framework designs seem to have been little criticized. First, traders (fundamentalists) are assumed to know the fundamental values of the asset. Such an assumption is necessarily in Westerhoff’s models, while it is not realistic. Second, although traders can switch between being chartists and fundamentalists, the forms of the technical or fundamental rules are pre-specified and do not change over time. The advantages of agent-based modeling are that it not only pro-
vides a framework for the interaction between many heterogeneous agents but also explores emerging phenomena from the bottom-up. This last aspect crucially relies on how the agents’ behavior is represented and how it evolves. The representations should incorporate the ways of decision making which consist of the behavior of learning and adaptation. Pre-determining the range and type of forecasting rules may limit the traders’ ability to process information and possibly result in biased outcomes. Besides, in the absence of the evolution of the trading strategies, the heterogeneity of the traders’ beliefs, the momentum for the profound financial phenomena, is then restrained.

In this paper, we propose a simulated artificial stock market in which traders are characterized by bounded rationality and are equipped with a genetic programming (GP) learning algorithm to examine which hypothesis is supported. Since GP is able to represent hierarchical strategies of different sizes and shapes as time goes on, it is then employed to form and evolve traders’ expectations. The advantage of this modeling is that traders are freely allowed to form various types of forecasting functions which may be fundamental-like or technical-like rules in different time periods. Therefore, compared with previous studies, our framework may reveal more interesting and valuable features.

2. Market Structure and Learning of Traders

Following the same framework of Yeh (2008), we consider the standard asset pricing model which is employed in Grossman and Stiglitz (1980). In this market, there are two assets for traders to invest in. One is the risk-free asset, money, which pays a constant interest rate $r$, and the other is the risky asset, stock, with a stochastic dividend process $(D_t)$ not known to traders. Assume that traders have the same constant absolute risk aversion (CARA) utility function, i.e., $U(W_{i,t}) = -\exp(-\lambda W_{i,t})$, where $W_{i,t}$ is the wealth of trader $i$ in period $t$, and $\lambda$ is the degree of absolute risk aversion.

By myopically maximizing the one-period expected utility function, trader $i$’s optimal demands for the stock, $h^*_i$, is as follows:

$$h^*_i = \frac{E_{i,t}(P_{t+1} + D_{t+1}) - (1 + r)P_t}{\lambda \sigma_{i,t}^2},$$

(1)

where $\sigma_{i,t}^2$ is the conditional variance of $(P + D)$ given the information up to $t$, $I_{i,t}$. In addition, if it is supposed that the current stock holding for trader $i$ is at the optimal level, i.e., $h^*_i = h_{i,t}$, then the trader’s reservation
price, $P^R_i$, can be derived.

$$P^R_i = \frac{E_{i,t}(P_{t+1} + D_{t+1}) - \lambda \sigma^2_{i,t} h_{i,t}}{1 + r}.$$  \hspace{1cm} (2)

Following the same architecture used in Yeh (2008), the formation of expectations is represented by GP, and we assume the following functional form for $E_{i,t}(.)$:

$$E_{i,t}(P_{t+1} + D_{t+1}) = \begin{cases} (P_t + D_t)(1 + 0.001 f_{i,t} \theta_0), & \text{if } -1000.0 \leq f_{i,t} \leq 1000.0, \\ (P_t + D_t)(1 + \theta_0), & \text{if } f_{i,t} > 1000.0, \\ (P_t + D_t)(1 - \theta_0), & \text{if } f_{i,t} < -1000.0. \end{cases}$$  \hspace{1cm} (3)

where $f_{i,t}$ is generated by GP. At the end of each period, each trader updates his estimated conditional variance which is described as follows:

$$\sigma^2_{i,t} = (1 - \theta_1) \sigma^2_{i,t-1} + \theta_1 [(P_t + D_t) - E_{i,t}(P_t + D_t)]^2.$$  \hspace{1cm} (4)

Each trader is endowed with $N_I$ forecasting models represented by GP. The performance of each forecasting model is indicated by the value of strength which is defined by

$$s_{i,j,t} = -\sigma^2_{i,j,t},$$  \hspace{1cm} (5)

where strength$_{i,j,t}$ is the strength of the $j$th model for trader $i$ in period $t$. At the beginning of each period $t$, each trader randomly chooses $N_T$ out of $N_I$ models. The one with the highest strength value is selected as the model he uses in this period. At the end of each period, the model with the lowest strength is replaced by the model which is created by means of crossover, mutation, or immigration.

A simplified DA is employed as the trading mechanism. Each period is decomposed into $N_R$ rounds. At the beginning of each round, a new random permutation of all traders is performed to determine their order of bid and ask. If a bid (ask) exists, any subsequent bid (ask) must be higher (lower) than the current one. For the sake of simplicity, only a fixed amount of stock ($\Delta h$) is traded in each transaction. The last transaction price (closing price) in each period is recorded as the market price for this period.

3. Results

In our simulations, initially, each trader is endowed with one share of stock and $100$ dollars in cash. A maximum stock holding of 20 shares is imposed on the traders. In addition, they are not allowed to sell short or buy on margin. The information regarding the stock price and dividend history up
to the last 5 periods is made available so that traders can use it to form their expectations. In each simulation, it takes 10,000 periods and each period consists of 50 rounds.

Four markets with different price limits together with a market without the price limit rules are considered. From Market A to Market D, the maximum allowed percentage in terms of the price change in each period is set to be 5%, 10%, 20%, and 30%, respectively, while there exist no price limits in Market E. We perform twenty runs for each market, and each run starts with a different random seed.

Following the procedure employed in Kim and Rhee (1997), we perform an event study to examine the existence of volatility spillover. The event, Day_{Hit}, is defined as the locked limit days on which the daily closing prices reach the price limits. Similarly, Day_{0.9} (Day_{0.8}) represents the event in which the daily closing prices reach at least 90% (80%) of the limits but less than 100% (90%) of the limits. Consider an 11-day event window: Day -5 to +5. Day 0 indicates the event day, Day -i and Day +i (i=1, 2,..., 5) are the ith day before and after the event day, respectively.

The volatility is measured by the absolute return. The existence of volatility spillover could be supported by the phenomenon that the volatility during the post-event periods (Day 1 to Day 5) for the event Day_{Hit} would be higher than those for Day_{0.9} and Day_{0.8}. The average absolute returns over the 11-day window across twenty runs for all events are reported in Table 1. The values shown in the parentheses are the corresponding results observed in Market E when the respective price limits are set as the limit criteria.

It is shown that the volatility on Day 1 is rather small compared with that on Day 0 under Day_{Hit}. This phenomenon is usually employed as the evidence in support of the effectiveness of price limits in reducing volatility. However, volatility tends to decline after the day characterized by large volatility. Such a phenomenon is also observed in the events Day_{0.9} and Day_{0.8}, and the corresponding results in Market E. Therefore, the conclusion that is purely based on this result is too premature.

When focusing on the volatility during the post-event periods for Day_{Hit} in comparison with that for Day_{0.9}, we found several interesting pictures. First, from Market A to Market D, most of the post-event periods, especially from Day 1 to Day 3, exhibit lower volatility for Day_{Hit} than those for Day_{0.9} and Day_{0.8}. This result is contrary to the volatility spillover

---

These few exceptions disappear when the volatility is measured based on the sample in
hypothesis and reveals the effectiveness of price limits in reducing volatility. Second, the usefulness of price limits can be further confirmed by the corresponding results in Market E. Because there are no price limits imposed on Market E, it is to be expected that no significant difference in the magnitude of volatility between Day_{Hit} and Day_{0.9} (or Day_{0.8}) during the post-event periods would be observed if traders were able to process information efficiently, while we observe the opposite result. In Market E, it is shown that Day_{Hit} possesses higher volatility than Day_{0.9} and Day_{0.8} during the post-event periods. This indicates an important phenomenon: under no price limits, the traders’ overreaction persists for several periods so as to generate large volatility in the subsequent periods.

4. Conclusion

In this paper, we propose an agent-based framework in which traders are endowed with a GP learning algorithm to examine the effects of price limits. Our results support the view that the imposition of price limits helps to reduce volatility. Such a positive effect results from the function of the price limits by which traders’ overreaction behavior is curbed. This function can be evidenced by the results from the benchmark market where no price limits are imposed.
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which the consecutive locked limited days except for the first day are excluded.
Note: > and \( \Rightarrow \) (or \(<\) and \( \Leftarrow \)) mean that, based on the Mann-Whitney test, the medians on the left are significantly greater (smaller) than those on the right at the 5% and 1% significance levels, respectively. However, the values shown in the table are the means rather than the medians. Therefore, we observe the inconsistent directions by comparing the means and medians. Such an inconsistency is indicated by the symbol \( \dagger \). Because most of the inconsistency occurs in the pre-event periods, our general conclusion is unaffected if the means are replaced by the medians.