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Abstract

Using self-organizing maps (SOM), this paper formal-

izes chartists' behavior in searching of patterns (charts).

By applying a 6 by 6 two-dimensional SOM to a time

series data of TAIEX (Taiwan Stock Index), 36 pat-

terns are established. To see whether these 36 patterns

transmit pro�table signals, a \normalized" equity curve

is drawn for each pattern up to 20 days after observ-

ing the pattern. Many of these equity curves are either

monotonically increasing or decreasing, and none of them

exhibits random 
uctuation. Therefore, it is concluded

that the patterns established by SOM can help us foresee

the movement of stock index in the near future. We fur-

ther test pro�tability performance by trading on these

SOM-induced �nancial patterns. The equity-curve re-

sults show that SOM-induced trading strategy is able to

outperform the buy-and-hold strategy in quite a signi�-

cant period of time.

1 Motivation and Introduction

It has been a long time that technical analysts detect

trading signals with charts1, and for this, they are fre-

quently called chartists. Since chartists has been a well-

established profession in the �nancial industry, there is

little doubt that charts, to some extent, did transmit

signals. Nonetheless, from a scienti�c viewpoint, charts

are somewhat subjective objects. In general, there is

no well-articulated de�nition for charts. Alternatively

speaking, analysts have to rely on their experience to

identify charts. In this research, we attempt to provide

�This is a summary of the paper prepared for the presentation at

the Fifth Joint Conference on Information Sciences: First Inter-

national Workshop on Computational Intelligence in Economics

and Finance (CIEF'2000), Taj Mahal, Atlantic City, New Jersey,

Feb 27-March 3, 2000.
1Some of them even consider what they are doing as a science.

See [2].

a systematic study of charts. The ideas is simple: if

charts do transmit information, then the time series of

assets' prices should have many unique patterns. What

we need is a mechanical tool to discover these patterns,

and self-organizing maps (SOM) seem to be a very nat-

ural tool to serve this purpose. In this paper, we use

SOM to search for charts, and test whether these charts

are pro�table.

This paper is organized as follows. Section 2 is a brief

introduction to SOM, and gives the experimental design

given in this paper. Section 3 presents the 36 patterns

established by SOM. Section 4 investigates the informa-

tion contents of these 36 charts. Trading performance of

these 36 patterns are analyzed in Section 5 followed by

a few concluding remarks in Section 6.

2 Self-Organizing Maps

In contrast to the arti�cial neural networks which are

used for supervised learning, there is another special class

of arti�cial neural networks known as self-organizing fea-

ture map (SOFM or, simply, SOM). The SOM is used

for unsupervised learning to achieve auto classi�cation,

data segmentation or vector quantisation. The SOM

adopts a so-called competitive learning among all neu-

rons. The output neurons that win the competition are

called winner-takes-all neurons. In SOM, the neurons

are placed on the sites of a n-dimensional lattice. The

value of n is usually 1 or 2. Through competitive learn-

ing, the neurons are tuned to represent a group of input

vectors in an organized manner. The mapping from con-

tinuous space to a discrete one or two-dimensional space

achieved by SOM reserves the spatial order.

Among a number of training algorithms for SOM, the

Kohonen's learning algorithm is the most popular one

([5],[3]). Kohonen's learning algorithm adopts a heuris-

tic approach. Each neuron on the lattice has a weight

vector of m components attached. The m is the number
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of input variables of the input data sets. The wining

neuron and its close neighbors in the lattice have their

weight vectors adjusted towards the input pattern pre-

sented on each iteration. Unlike other clustering meth-

ods such as k-means clustering([4]), the Kohonen's SOM

has an advantage that the �nal training outcome is in-

sensitive to the initial settings of weights. Therefore, Ko-

honen's SOM has found a wide variety of applications.

In this paper we present the result of the application

of the SOM to �nancial time series data. The data set to

be segmented is the daily closing price of Taiwan stock

indices (TAIEX). The original data set covers the daily

price from 1/5/71 to 3/26/97, which has 7435 observa-

tions. A sliding window whose width covers 125 trading

days moves from the �rst day to the 7309th day. This

gives us 7309 subsamples (windows) each with 125 ob-

servations. Each subsample represents a time series pat-

tern. The SOM is then used to automatically divide all

patterns to groups or clusters in a way such that mem-

bers of the same group are similar (close) in the Eu-

clidean metric space. The 125 observations of each sub-

sample is normalized between 0 to 1. A two-dimensional

6 � 6 SOM is used to map the 7309 records into 36

clusters.2 The 6 � 6 lattice of SOM is presented in Fig-

ure 1.

In the training process, the weights of the wining neu-

ron and its close neighbors are updated according to

Equation 1,

wj(n+ 1) = wj(n) + �(n)�j;i(x)(n)[x � wj(n)]; (1)

where wj(n) is the weight vector of the jth neuron at

the nth iteration, �j;i(x)(n) is the neighborhood function

(to be de�ned below) of node indices j and i(x),

i(x) = argmin
j

jj x� wj jj; j = 1; 2; :::; N; (2)

and �(n) is the learning rate at iteration n.

We take for the neighborhood function the Gaussian

form,

�j;i(x) = exp
�

d2
j;i(x)

2�2(n) ; (3)

where �(n) is some suitably chosen, monotonically de-

creasing function of iteration times n. Here, the e�ective

width � decays with n according to Equation (4).

2Regarding the question why the two-dimension lattice model is

used for SOM, we do not have a theoretical answer here. However,

the following observations may lend support for the usage of a two-

dimensional map. First, in practice, only low-dimension lattice

(dimension no more than three) has been used. Second, in the

commercial package, only low-dimension maps are implemented,

and almost all use the two-dimentional lattice as a default setting.

Third, in his book ([6]), Kohonen mentioned that the original idea

of SOM is enlighten by the structure of the human brain. The brain

has a surface area of 2400 cm2. The cerebral cortex is like a two-

dimension map. It is divided into a few areas like motor cortex,

somatosensory cortex, visual cortex, auditory cortex, etc. Each

area is responsible for one kind of memory or control. Therefore,

the two-dimension lattice model is closest to the structure of the

human brain.

Table 1: Parameter Setup for the Implementation

of the 2-dimenisonal 6 � 6 SOM
Number of total trading days 7435

Number of time series pattern 7309

Number of trading day in each time series 125

Dimensionality of SOM 2

Number of neuron 36

Ordering phase initial learning rate 0.900

Ordering phase learning rate decay rate 455.120

Ordering epoch 1000

Ordering phase initial radius 8.485

Ordering phase radius decay rate 467.654

Convergence phase initial learning rate 0.100

Convergence learning rate decay rate 333.808

Convergence phase initial radius 1.000

Convergence phase radius decay rate 434.294

Convergence phase epoch 1000

�(n) = �0 exp
�

n
�1 ; (4)

where �0 and �1 are constants. The learning rate decays

in a similar manner:

�(n) = �0 exp
�

n
�2 ; (5)

where �0 and �2 are constants.

The training takes a long time with initially almost

all neurons have their weights updated. This training

phase is called the ordering phase. The weights then

are settle down gradually at the second phase of learn-

ing named convergence phase where only the weights of

winning neuron and perhaps its nearest neighbors are

updated according to the case presented. The control

parameters chosen to conduct this experiment is sum-

marized in Table 1.

3 Charts Constructed by SOM

After the training, each of the 7309 time series subamples

(charts) is assigned a cluster index which is represented

by its winning neuron. The charts assigned to the same

cluster index are closer than the charts which belong to

di�erence clusters in terms of Euclidean distance. Then

the average behavior of each cluster can serve as a rep-

resentative chart for that cluster. Since we are using 6

� 6 SOM, in the end, we have 36 representative charts

(See Figure 2). These 36 charts can then be considered

as something \equivalent" to what chartists are looking

for.

How can these SOM-induced charts be compared to

those charts used by chartists? Well, we have to admit

that there is no direct comparison, knowing that each of
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our charts is only a representative (average) of many sim-

ilar charts, and hence is not referred to any speci�c chart,

while the charts used and de�ned by chartists are based

on a single price line. Therefore, not surprisingly, all our

charts behave quite smoothly as opposed to many of those

used by chartists. This fundamental di�erence makes a

direct comparison between these two types of charts not

only infeasible but also meaningless. Nevertheless, some

of our charts can roughly be given a name in chartists'

eyes, such as uptrends (Charts 11, 13, 15), downtrends

(Charts 1, 2, 18), V-formations (Charts 8, 24 and 25),

rounding bottom (Chart 36), rounding top (Chart 30),

double tops (Chart 20), island reversal (Chart 17).

4 Do SOM-Induced Charts Re-

veal Trading Signals?

So far, we only demonstrate how to use SOM to built

charts. But, how do we know that these charts can in-

deed reveals trading signals rather than just clusters?

To answer this question, we proposed the following test

based on a normalized equity curve. First, we ask a sim-

ple question: once a speci�c chart is observed, what are

the stock returns in the following k days? In other words,

we are investigating the time series plot Rh,

Rh;i = lnPt+h � lnPt ; h = 1; 2; :::; k; (6)

where t is the day which pattern (chart) i is observed

(i = 1; 2; :::; 36). Call Rh;i the normalized equity curve

of the chart i. Then, we can make the following obser-

vation. Suppose that the patterns constructed by SOM

are able to transmit trading signals, then what we expect

from these equity curves are systematic movements, such

as monotone increasing or decreasing, as the most ideal

cases. They can be other types, but the bottomline is

that they cannot be erratic or random. Finally, since

each pattern appears many times in the whole series, in-

stead of drawing a single equity curve, we are presenting

an average of them, i.e., what we actually draw is the

time series plot of �Rh;i:

�Rh;i =

Pmi

j=1 Rh;i:j

mi

; (7)

where j refers to the jth occurrence of chart i, and mi

is the total number of the occurrence of chart i.

Figure 3 is the time series plot of these representative

equity curves of the 36 charts. From these curves, most

charts do seems to feature strong buy and sell signals.

In 14 out of the 36 charts, the equity curve is monoton-

ically increasing (Charts 2, 3, 4, 5,11, 12, 13, 16, 23, 26,

28, 32, 33, 35 ), featuring buying signals, and in 3 out

of the 36, the equity curve is monotonically decreasing

(Charts 1, 10, 18 ), featuring selling signals. For many

others, even though the equity curve is not monotone,

a trend to grow or decline is discernible. Therefore, we

may roughly conclude from this initial analysis that the

charts constructed by SOM are able to transmit buying

and selling signals.

5 SOM-Induced Trading Strate-

gies

The previous analysis based on equity curves shows that

the SOM-induced charts are not just revealing a bunch

of similar patterns. The analysis indicates that many of

these charts can be further used for helping us forecast

the movement of stock price, at least, in the short term.

In this section, we would like to go one step further, and

ask: if we actually use these charts to develop trading

strategies, how well will they perform?
3 Will they beat

other well-known benchmarks, such as the buy-and-hold

(B&H strategy)? But, how to trade with these charts?

There are many possible ways to do so, the one consid-

ered in this paper is one of the simplest ones.

The �rst stage of this development is to associate

with each chart a buy or sell signal. To do so, let us

suppose that traders are interested in day trading only,

and they are responsive to some patterns, say chart i

(i = 1; 2; :::; 36) constructed by SOM. Usually, they will

do two things when chart i appears, either buy then sell

or sell �rst then buy back later (so-called short selling).

Denote the �rst action, called the buy action, by B, and

the second action, the sell action, by S. We can then

calculate the rate of return for one-time appearance of

Chart i. Now, let RB;i be the rate of return for Chart

i under action B in the whole sample, and RS;i be that

under action S. Then

RB;i =

TX
t=1

RtIi;t (8)

where Ii;t is an indicator function :

Ii;t =

�
1; if ; Chart i appears at time t� 1

0; otherwise:

(9)

and Rt = log(Pt) � log(Pt�1). The mean rate of return

of trading on Chart i with the buy action can then be

derived by taking the simple average as follows.

�RB;i =
RB;iPT

t=1 Ii;t

(10)

3To some extents, this inquiry is in line with the 2-stage pro-

cess proposed by [8], namely, �rst, visual segmentation of the curve

into primitive shapes of some portions, and second, a knowledge-

based correspondence established between the time sequence of

such primitive shapes found in the curve and speci�c investment

decisions, including forecasts or trend assessments.
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Table 2: Pro�tability of Trading on the SOM-

Induced Patterns: Buy Action
i mi

�
RB;i A i mi

�
RB;i A

1 335 -0.101 S 19 195 -0.006 S

2 370 0.185 B 20 78 -0.132 S

3 123 0.203 B 21 181 0.089 B

4 88 0.003 B 22 207 -0.187 S

5 155 0.116 B 23 155 -0.016 S

6 150 0.236 B 24 154 -0.267 S

7 102 0.049 B 25 174 0.097 B

8 146 0.124 B 26 202 0.265 B

9 170 0.103 B 27 213 -0.032 S

10 136 -0.114 S 28 242 0.282 B

11 364 0.12 B 29 203 0.007 B

12 67 0.262 B 30 224 0.046 B

13 415 0.052 B 31 114 -0.073 S

14 164 -0.061 S 32 206 0.101 B

15 249 0.272 B 33 199 0.211 B

16 372 0.113 B 34 207 -0.072 S

17 108 -0.047 S 35 141 0.338 B

18 534 -0.112 S 36 166 -0.008 S

\i" denoted the ith chart, \mi" indicates the frequencies of

observing Chart i, and �RB;i is the mean rate of return for

the buy action.

Similarly, we can have

RS;i = �

TX
t=1

RtI1;t (11)

and

�Rs;i =
Rs;1PT

t=1 I1;t

(12)

Table 2 summarizes these daily return statistics for

each charts. We shall then use these return statistics

described above to identify whether the appearance of

a chart feature as a buy or a sell signal. For example,

from Table 2, the �rst-day return for Chart 1 is negative

(-0.00101), so it is recognized as a sell signal.4 And it is

0.00185 for Chart 2, so Chart 2 features a buy signal. By

this manner all charts are assigned to a B or S action,

as shown in the fourth column of Table 2, and we can

map the sequence of appearing charts to a sequence of

\B" and \S" signals.

For example, in our case, the chart sequence starts

with \34, 34, 34, 34, 34, 34, 34, 25, 25, 25, 25, 25, 25,

25, 25, 25, 25, 25, 25, 25, 25, 25, 25, 25, 25, 25, 25, 25,

25, 25, 33, 33, 33, 33, 33, 33, 33, 33, 33, 33, 33, 33, 33,

33, 18, 18, 18, 18, 18, 18, 18, 18, 18, 18, 18, 18, 18, 18,

18, 18, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5,

5, 5, ..." Then based on the description above, it can be

mapped to the buy-or-sell sequence as below: \B, B, B,

B, B, B, B, B, B, B, B, B, B, B, B, B, B, B, B, B, B, B,

4As seen above, �
RS;i is simply just the negative of �

RB;i. So,

if the buy action earn a negative pro�t, then the sell action must

earn a positive pro�t.

B, B, B, B, B, B, B, B, S, S, S, S, S, S, S, S, S, S, S, S, S,

S, S, S, S, S, S, S, S, S, S, S, S, S, S, S, S, S, B, B, B, B,

B, B, B, B, B, B, B, B, B, B, B, B, B, B, B, B, B,..." So,

at the beginning, we start with the long position, i.e., to

buy, and the trading strategy since then is constructed

as follows.

Suppose at time t� 1, the trader is in a long position

(i.e., holding one unit of the stock on hand, Holding

= 1). If at time t, there is a B signal, and the trader

simply continue to Hold (i.e., do nothing, Holding =

1). However, if at time t, it is a SELL signal, then the

trader with long position shall SELL her one unit of the

stock kept in the previous period, and her holding is now

0 (Holding =0). In addition, she shall further SELL

SHORT one more unit of stock and wait to buy it back

later (i.e. waiting for the next coming buy signal). For

the time being, she has a short position (Holding = -

1). Now, consider the other possibility. Suppose that at

time t � 1, the trader are in a short position (Holding

= -1), and at time t, there is a B signal. Then the

trader will buy back the stock sold short earlier, and her

position is therefore back to 0. But, in addition, she shall

go further to buy one more unit of stock, and she end

up with a long position (Holding = 1). On the other

hand, if at t, it is a sell signal, then the trader will do

nothing (Holding = -1).

This automatic trading rule can be represented as a

mapping G given below. Function G is a mapping from

a Cartesian product space, which is a product space of

the signal and position, to the position space,

G(x; y) = z; (13)

where x 2 X = (B;S), and y; z 2 Y = (�1; 0; 1),

with the following mapping: G(B; 0) = 1; G(S; 0) =

0; G(B; 1) = 1; G(S; 1) = �1; G(B;�1) = 1; G(S;�1) =

�1. With this trading rule, we can then transform a

B-S sequence into a sequence of 1, 0 and -1. Now, let

the position at t as Ht (Clearly, Ht = 1; 0; or �1). Then

(accumulated) trading pro�ts at any point in time, �t,

can be calculated as follows,

�1 = 0; (14)

and

�t =

8<
:

�t�1; ifHt = Ht�1;

�t�1 + Pt(1� c1 � c2)� Ps(t)(1 + c1); ifHt = �1; Ht�1 = 1;

�t�1 + Ps(t)(1� c1 � c2)� Pt(1 + c1); ifHt = 1; Ht�1 = �1;

(15)

where

s(t) = min
j
fjjHj 6= Ht; 1 < j < tg: (16)

c1 is the tax rate of each transaction, and c2 the tax rate

of securities exchange income. In the case of Taiwan,

c1 = 0:001425, and c2 = 0:003.5

5This way to evaluate the accumulated pro�ts is very standard

and has been extensively used by practitioners. Also see [1].
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Time series plot for �t of the SOM-based trading

strategy has been overlaid on that of the benchmark

B&H strategy in Figure 4. From these two plots, there

are roughly two noticeable crossing points, one appears

around the 5000th trading day, and the other appears

near the 5500th day. These two crossing points suggest

that neither trading strategy can dominate the other.

However, the period that B&H outperforms SOM is

much shorter than the other, and it occurs only between

the �rst crossing point and the second one, which is

about 500 days. For the rest of time, in particular, after

the second crossing point, SOM dominates B&H. And

SOM keeps the lead till end with the accumulated prof-

its NT$ 12,258, which is 60% higher than B&H at that

day.

6 Concluding Remarks

The ability to recognize patterns is an essential aspect

of human intelligence. Herbert Simon, who won a Nobel

Prize in economics in 1978, consider pattern recognition

critical and advocates the need to pay much more explicit

attention to teaching pattern recognition. Chartists ap-

pear to be good at doing pattern recognition for many

decades, yet little academic research has been devoted

to a systematic study of this kind of activities. 6Lo,

Mamaysky and Wang (1999). On the contrary, some-

times it was treated as nothing more than the astrology,

and hardly considered as a science. Using self-organizing

maps, this paper proposes a systematic and automatic

approach to charting. To some extent, what SOM does

is to simulate human intelligence in �nding or creating

patterns that summarize and store useful aspects of our

perceptions.

In addition to using SOM simulate this cognitive pro-

cess, our initial analysis also evidences why charting can

be essential in technical analysis. Applying SOM to a 25-

year time series data of Taiwan stock index, we have two

interesting results. First, charts constructed by SOM

can reveals pro�table signals. Second, a simple trading

strategy built upon charts can beat the buy-and-hold

strategy. Moreover, the e�orts to get these results is

quite limited; we do not tried lots of variants of running

SOM, which is certainly an interesting direction for the

further study.
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